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; Summary

Vf For unbalanced Model I ANOVA data there is a controversy
in the literature -- should the partial SS's be computed
hierarchically or should they be computed after fitting all
other model terms including higher-order interactions? A
similar problem exists in the Model I analysis of covariance
(ANCOVA), yet the usual prescription given in textbooks uses

only the non-hierarchical approach. Using two classic examples

of ANCOVA, this paper examines the two approaches to ANCOVA

calculations...
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1. Introduction

! In recent years much attention has been given to the
question as to what is the correct method of analysis for
data from an unbalanced Model I analysis of variance (ANOVA).
A principal area of contention has been whether the SS to be
used in the numerator of an F-test should be computed assuming

higher-order interactions are zero, or whether it should be

the partial sum of squares for the effect under test after
fitting all other model terms including higher order inter-
actions. Both approaches have their advocates. Of course,
in the balanced ANOVA case there is no dispute, since the two
approaches are equivalent there.

What does not seem to have been recognized, or at least
clearly exposited in the literature and especially in textbook
discussions, is that a question exists as to what is the correct

method of analysis in the Model I analysis of covariance

(ANCOVA), even in the case of a balanced design. Unless the
covariate is itself '"secretly balanced'", its inclusion in
the analysis automatically unbalances a balanced design.
The choice of an appropriate method of analysis is (or should
be) essentially the same for both the unbalanced Model I ANOVA
and the Model I ANCOVA. How is the matter dealt with in text-
books?

The usual prescription given in textbooks for computing
an adjusted sum of squares for one out of several sources

of variation follows the classic prescription of Cochran (1957),




reproduced here in Table 1, and yields:

$S245 ® [Eyy+Tyy (Exy* xy) /(Exx Tex) 1" [Eyy xy/Exx]
2
= Tyy"Exy/Exx - (E xy® xy) /(Exx Tex) - (1

The first form of SSadj is in the form of a difference of two
residual SS, one excluding the effect, the other including it. It
reveals that Ssadj is in fact a partial SS for the effect,
after fitting all of the other terms in the unadjusted ANOVA
including the corresponding interaction terms, i.e., the
second approach mentioned above. 1In this paper we refer to
an analysis based on such a prescription as the "textbook"
analysis.
-- Table 1 goes about here --

If we were to write out the ANCOVA model for a design
with at least two dimensions (sources of variation) as a
regression model, omitting design variables corresponding to
interaction terms, and then compute the SS for a specific
source of variation, we would typically get a different |
answer -- one which corresponds to assuming that the higher-
order interaction terms are zero, i.e., the first approach
mentioned above. Here, we shall refer to such a SS calcula-
tion as being "hierarchical", as contrasted with the non-
hierarchical nature of the 'textbook'" analysis. The hier-
archical ANCOVA approach is notable for its absence from

the major textbooks dealing with experimental design. However,

in the balanced case it is no more computationally complex




A it Y A b A R - s T ——— _ - gy o N
R vt o ettt ) i, W intlrre o e i Ay ettt v wape 1 b

Attt + i 4o mbw - % n L e e tia mde e 4 4 % ot e an b Geve o e . e .-

than the textbook ANCOVA and in the umnbalanced case may in
fact be simpler. The adjusted SS for a main effect (effect

lower in hierarchy than interactions) is

SSaaj * [E _(ELTL—TLT (E —nerLr
adj = [Byy*lyy*Tyy xxt Txx xx] yy*lyy xx xx]

2 2

(E ,*I ) (E *I *T )
+ Xz +xz _ xz +Xz +Xz (2)

XX XX XX XX "XxX

where Iyy’ Ixy’ Ixx are sums of interaction SS's (terms higher

in hierarchy than T__, etc.)

YY
In Section 2 we illustrate the two solutions to the ANCOVA

calculations using two classic examples, one taken from the

2nd edition of the text by Cochran and Cox (1957), and the

other (an unbalanced design) from Federer (1957), in the

special Biometrics issue on ANCOVA. 1In Section 3 we comment

on these and other textbook examples we have examined, make

some related points regarding assumptions for ANCOVA calcula-

tions, and argue that those who oppose the non-hierarchical

approach to unbalanced ANOVA, should also eschew it in the

ANCOVA.




2. Two Examples

We begin with an example from Federer (1957), the data
for which are included here in Table 2. The structure here
is actually a one-way design with 5 treatments (levels) in
randomized blocks with unequal replication within blocks.
Federer's analysis treats this as a two-way design, keeping
the block x treatment interaction separate from the within
block error and implicitly assuming the unweighted sums of
the block effects and of the treatment effects are zero in
defining interactions. Federer does not, however, test for
blocks, and thus recognizes their special role. Our analysis
parallels Federer's in both these regards.

-- Table 2 goes about here --

Federer's analysis is notable because he includes all of
the SS's necessary to dq both the textbook and hierarchical
analyses in his Table 10, but he deliberately chooses to use
the ''textbook'" analysis, testing treatment effects after

eliminating blocks, interactions, and the covariate. The left-

hand panel of Table 3 contains the relevant SS's from Federer
(slightly corrected), and the middle panel contains his 'text-

book' analysis of treatment effects. His calculations yield
ssadj(T) = SS(T|B,TxB,x)
2 2
. 1606.67 + §6.00% . 5367.33+f.00%
= 826.14.

The right-hand panel of Table 3 contains the "hierarchi-

cal" analysis for which

L O S




$5,45 (T) = SS(T|B,x)

2
, (139.80+6.00) i
= 1320.96 + =035 37+4.00)

_ (303.81+139.80+6.00)°
100y

= 667.91.

(As we would expect the line for the interaction term is the
same in both analyses.) The F-ratio for treatments in the
"textbook'" approach is 3.60 which falls just below F.10(4,4) =
4.11, while the F value in the '*hierarchical'" analysis, 2.91,
is closer to F.25(4,4) = 2,06, than to the 0.10 value. Here,
the two solutions differ sufficiently to make a difference
in the conclusions that might be drawn.

-- Table 3 goes about here --

Our second example is the primary illustration of ANCOVA
in Cochran and Cox (1957). The data are given there in Table
3.1, p. 46, and come from an experiment in 4 blocks of 12
plots each. Four fumigants were used at dosage levels 0, 1,
and 2 in each block, and thus in each block we have 4 controls,
1 plot of each fumigant at level 1, and 1 plot of each at
level 2. The model used in Cochran and Cox's ANOVA analysis

in Table 3.5 can be written as
Yis = W * B * 03G-1) + a,(-1)% + 85 (5-1)

+ Bzi(j'l)z + eijk (3)

where
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Bk is the block effect, i indexes the fumigants, j indexes

level, and

Bo1 *Bp2tBy3t By =0 (4)

for %= 1,2. The response y is the number of eelworm cysts
in a sample of 400 grams of soil. The covariate used by
Cochran and Cox in their analysis of covariance on pp. 84-86
is the count for a sample of 400 grams of soil before fumiga-
tion.

What makes this example of some interest is that Cochran
and Cox use orthogonal polynomial contrasts to partition the
treatment SS appropriately for the hypotheses of interest.
These are implicitly determined in a particular order in which
(j-1) is made orthogonal to the constant and (j-1)2 is made
orthogonal to the constant and (j-1). Given these contrasts
there is no dispute as to how one should compute the ANOVA
table corresponding to the model in expression (3). Once we

add the covariate the model becomes
Yijk =% * Bt e G-+ ap(-1% e 85 GL)
. 2 -
+ BZi(J-l) + Y(xijk - X) ¢+ Eijk (5)

and one would hope that the ANCOVA adjusted SS's retain the
orthogonality of the original analysis. Sadly, the introduc-
tion of the covariate destroys the orthogonality.

In the left-hand panel of Table 4 we give the basic

sum of squares and products from Cochran and Cox's Table 3.9;




Py

ks

ey - P " i .
e R o S S AN

in the middle panel we give their "textbook" analysis values
of SSadj and F for each line. Finally, in the right-hand
panel we give the hierarchical analysis.

-- Table 4 goes about here --

The two analyses in this example would likely lead to
the same conclusions -- the linear and linear x fumigant effects
seem important (“significant'"), but the quadratic and quadratic
x fumigant effects are much less so. The calculations do
differ, however, and in some settings the difference between
an F-value of 1.47 and one of 1.88 (with 1 and 35 d.f.) might
matter to someone.

We find this second example especially instructive because
it serves to remind us that '"nice" single degree of freedom
contrasts and interactions in an ANOVA may become nontrivial

to deal with if we wish to adjust for a covariate.




E 3. Discussion

In the previous two sections we have noted that the
controversy surrounding the calculation of SS's in unbalanced
Model I ANOVA should carry over to Model I ANCOVA, even in

the balanced case. Yet among those textbooks that we have

examined (e.g., Bliss, 1970; Rao, 1973; Steel and Torrie, 1960)

which include a presentation of analysis of covariance beyond i

the simple one-way case, we have found only examples of the

non-hierarchical approach which use the formula for SSadj
given in expression (1).

We find the dominance of this non-hierarchical approach
to ANCOVA in textbooks puzzling, because many of these books
adopt (or at least discuss) hierarchical analyses in Model I
ANOVA. Theré is a sense in which this dominance should be

surprising because the ANCOVA model is itself the product of

"hierarchical thinking". The basic ANCOVA model includes

E‘
|
]
i
:

only a single regression coefficient for the covariate, and
. this assumes the absence of treatment x covariate interactions.

Indeed, it is via the simple 1 d.f. adjustment that ANCOVA

gains its strength. A completely consistent non-hierarchical
approach to ANCOVA would adjust for treatment x covariate
interactions as well. This would differ from both the '"text-
book' and the '"hierarchical' approaches described here.

How much of a difference might we expect to find between

the '"textbook'" and "hierarchical' approaches? 1In those

examples which we have examined the difference between them

e
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is usually not great. We have found examples (e.g., Bliss, 1970,
pp. 510f£ff) in which the analysis differ drastically, but
they have exhibited substantial interaction, in which case
the hierarchical main effect test is meaningless. The two
examples in Section 2 are as dramatic as any others we have
encountered where interaction is not present. Yet, such
differences are of the same order of magnitude as those
between the '"textbook'" F-values, and those calculated by
doing an ANOVA of y - ¥x (see Cochran and Cox, 1957; p.- 87).
Table 5 lists the 3 sets of F-values for their example
analyzed here in Table 4. 1If we go to the trouble of doing
the '"correct'" analysis, instead of doing an ANOVA on y - §x,
then perhaps we should worry a little about whether we should
do the '"'textbook'" or the "hierarchical" analysis.

Although we have not carefully examined the standard
computing packages to see how they handle this problem, it
is our impression that most of the detailed ANCOVA programs
for balanced layouts use the ''textbook'" formula, while the
more general ANCOVA programs do a regression-like approach.
In the latter case ANCOVA output will be of the textbook
(non-hierarchical) or hierarchical form depending on which
approach the package uses for its regression ANOVA table.
Since there are some programs that report both hierarchical

and non-hierarchical SS's, they have the ability to produce

both types of ANCOVA calculations.




-- Table 5 goes about here --

Our purpose here has not been to advocate the hierarchi-
cal approach to ANCOVA calculations, although it is the one
we favor. Rather we have tried to point out what we believe
to be an anomaly in the standard textbook treatment of ANCOVA
that disguises the fact that there should be some controversy
over what is the correct method in the Model I ANCOVA, even
in the balanced case. Thus, those who oppose the non-hier-
archical approach in the case of unbalanced ANOVA, should

also eschew it in the analysis of covariance.

P
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Table 1.

(a) Table 1 from Cochran (1957) Showing Sums of Squares
and Products for ANCOVA
D.1. (=) (zv) o
Error f  Ew En E,
(b) Table 2 from Cochran (1957) Showing Partition of Ex

and sxx Into Components

(") | Regression Deviations
D.f. 8. D.f. 8 a M.
Eror Fuw | 1| En/Em| fo=1  Ep—E}/Ee '
Bum Sw | 1, Sa/Sm|t+fo~2 Sy = Sh/Se ‘
Treatments (by subtraction) t—=1 Tye = Sey/See + Boy/Ees 4}
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Table 2. Example from Federer (1957; Table 9, p. 356)

3 Nuounsz or 8aranis Frowsas (Roess), Yia, Orsxep nv Ows Mowra

1 (Arair) am LocaTion on Gasnuovss Baxca, X (s—17/15 Prawrma.
Rep. I Rep. I Total
Treatment [n | Y | X | Y[ X {na| Y | X} Y| X |ne.| Ve | Xeo.
1 1102 | 16|~|~| 2|71 ]20]79|22| 3| 253]| 36
- 3 3)|84) 981 7] 1|76 )14] —]|~] 3] U1] 0
3 2|67 5|83) 4) 1|74] 2| —|—~)| 8| 22¢| 11
- 4 1jNnjnj—=1—1 2151} 4/63| 6] 8) 185| 20
8 1183 3|—|—]| 23|/63| 8]0} 7| 3| 177 | 17
Total 7 |[Y.a.=5841; x...-u| 8 (Y...=0838; Xo=61 15| 1070 | 114




[T

e . s

preseyey

LY°SLT =

(x*1|49)SS SPTSTA sisAreue [BOTYDIBISTY oYl STTYM ‘¢/°9S[ =

(x*1xd*L|g)ss

SPIaTL stsATeue ,,)00q1Xal,, dYL °SS YO0Tq PaiIsn(pe 8dUBTIBAOD ou saindwod I313paq
¥

€6°9ZvZ 09°Lvy 09°6zZ | vT 1e30],
05°622 05°8€2 00°9 00 ¥ S UTYITM
611 €0°€L2 6T°1 £0°€L2 Ly 16V 08°6ST LY 68 12 (Ld]L1xq)
jusuleaf,
pue syoorg Sutl
-BUTWITY UOTIIDBIAIU]L
- 09°¢ ¥1°928 £9°909T €£°L9¢F €S LT | ¢ (Lxg‘g|l) uoridy
-193u] pue s)yJ0714
SurjeutwiTy Juswieaa]
16°2 167499 - 96°0zZST 18°50S ZI'9ST | ¥ (g|1) syootd
SurjeutTwITg JULUWIRIIL]
¥ . 00°9.¢ 10°2- 10°0 1 (d) sydo14
d fpegg d fpegg (,4) (£x) (,%) |30 | uorierzep yo edanos
stsd1euy T1edTYDdIBISTH||SsTsATeuy Y00qixa]||sionpoird pue saienbg yo umg

7 9I1qel wolj eleq jo sosdyeuy

't °1qel




e g - e

o ARG RN N Y AN
:

STSATRUY TEOIYDIBIATH

stsAjeuy }00q3ixal

s3onpold pue saienbg jo umg

W ‘s9sed yjoq ur (x‘juawlearl|syoo1q)ss st mﬂnhc
{

| S9S‘166  676°SSE 89T‘OTS | L¥ 1810}

& 109‘6vZ|| 069°v¥S 8LZ°68T 80¥“TZT | 9¢ 1oxxg
: 76°0 669°61 26°0 669°6T £69°SZ 9092 z88 ¢ jauedung x dt3erpend
; 80°S 89.°80T |[S0°S 996°LOT|| 80b‘EH L£8°9- SL6°C7 |¢€ juedtung x Iesutlq
88°1 Sov‘sT Lv'1 vLY 0T (112 B £ S87°8 voz‘z 1 J13RIpEND
LS°ST 12£°S6 1S vl sov‘sot|| Loz“Ls 9.2°S€T- 180°S 1 1BaUTT

8 sjuawlear]

#LS0°0TT «LSO‘OTT|| Lzb‘682 €L8°SLT 8I9°6ST| ¢ sydo1d

d fregg 4 fpegg (,4) (£x) (,¥) |¥e| uorieriep jo adunos

Z1°S pue 6°¢ sayqel ut palxoday seniep

Surpniour ‘1°¢ 91qeL ‘(LS6T) XOD pPuUEB UBIYD0) Ul BIER(J J0J IDUBTIBAO) JO STSA[euy

‘v dlqe}




Table 5. F-Values for Components in Table 4

F-Values
ANOVA
on_

Source of Variation df |y - yYx Textbook Hierarchical
Linear 1| 14.88 14.51 13.37 1
Quadratic 1 1.50 1.47 1.88
Differences in Linear 3 5.64 5.05 5.08
Differences in Quadratic 3 0.92 0.92 0.92
Error 35
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